Nonlinear response of a dipolar system with rotational diffusion to an oscillating field

This article has been downloaded from IOPscience. Please scroll down to see the full text article.
2003 J. Phys.: Condens. Matter 15 S1363
(http://iopscience.iop.org/0953-8984/15/15/305)
View the table of contents for this issue, or go to the journal homepage for more

Download details:
IP Address: 171.66.16.119
The article was downloaded on 19/05/2010 at 08:41

Please note that terms and conditions apply.

# Nonlinear response of a dipolar system with rotational diffusion to an oscillating field 

B U Felderhof ${ }^{1}$ and R B Jones ${ }^{2}$<br>${ }^{1}$ Institut für Theoretische Physik A, RWTH Aachen, Templergraben 55, 52056 Aachen, Germany<br>${ }^{2}$ Department of Physics, Queen Mary and Westfield College, Mile End Road,<br>London E1 4NS, UK<br>E-mail: ufelder@physik.rwth-aachen.de

Received 16 July 2002, in final form 25 November 2002
Published 7 April 2003
Online at stacks.iop.org/JPhysCM/15/S1363


#### Abstract

The rotational diffusion equation for a dipole in the presence of an oscillating field is solved by expansion of the orientational distribution function in terms of Legendre polynomials and harmonics. The nonlinear response of the average dipole moment is studied as a function of field strength and frequency. Outside the linear regime the in-phase and out-of-phase response as functions of frequency do not satisfy Kramers-Kronig relations. A comparison is made with the nonlinear response calculated from approximate macroscopic relaxation equations proposed by Shliomis and by Martsenyuk et al. The response of a macroscopic system of interacting dipoles is calculated in the mean-field approximation for a spherical sample.


## 1. Introduction

The linear response of a dipolar system to an applied oscillating field was calculated by Debye [1] from a solution of the rotational diffusion equation for the orientational distribution function valid to first order in the field. In a strong oscillatory field it is necessary to calculate the nonlinear response of the system. Coffey and Paranjape [2] and Raikher and Stepanov [3] have evaluated the response up to cubic terms in the field. Morita and Watanabe [4,5] proposed a general formal perturbation theory of the nonlinear response. Raikher et al [6] solved the equation for the orientational distribution function by expansion in Legendre polynomials and harmonics. In the following we use the same method. A more intricate solution in terms of matrix continued fractions was obtained recently by Déjardin and Kalmykov [7]. They suggested that their solution is more exact than the more direct solution of the linear system of equations obtained by truncation. Actually, numerical evaluation of the matrix continued fraction also involves truncation. Numerically both methods work equally well. The first method is more transparent, and both methods are equally exact. An extension of the theory to include the effect of polarizability [8] was reviewed recently by Déjardin et al [9].

In the following we discuss the solution of the rotational diffusion equation, and study the first-harmonic response and absorption in some detail. Raikher et al [6] restricted attention to the response of the order parameter and the corresponding birefringence. We compare our results with the approximate macroscopic description of Martsenyuk et al [10], and find that this description performs quite well.

We also compare our results with a calculation of first-harmonic response and absorption on the basis of the Shliomis macroscopic relaxation equation [11]. The earlier treatment of this problem by Rosensweig [12] involved an approximation.

For the Shliomis relaxation equation the nonlinear response is remarkably simple. The absorption resonance, as a function of frequency, is not shifted from the linear case, and is only reduced by a factor which depends on the field strength. The amplitude of oscillation is a single-valued function of frequency, unlike the response to a rotating field, where the Shliomis relaxation equation predicts a multivalued response [13, 14], typical of the response of a nonlinear oscillator $[15,16]$.

For the rotational diffusion equation the response is more complicated than for the Shliomis relaxation equation. With increasing field strength the absorption resonance is shifted significantly to higher frequency, and also becomes broader [7]. On the other hand, the response remains single-valued. Also, there is no transition to chaos, as is observed generically for nonlinear oscillators [16-20].

The frequency dependence of the response has a further remarkable feature. As is well known, the frequency-dependent susceptibility characterizing the linear response is a complex function of frequency, with real and imaginary parts related by Kramers-Kronig relations [21] as a consequence of causality. We find by explicit calculation that the complex function characterizing the nonlinear response does not have this feature. It is known in the context of quantum optics that Kramers-Kronig relations may be violated in nonlinear situations [22, 23].

We do not consider all complications of real ferrofluids; thus we assume that the particles have only a permanent dipole moment, and we neglect Néel relaxation. Also we assume the suspension to be monodisperse. For dilute suspensions polydispersity can be taken into account by an average of our results for the magnetization over the size distribution. The idealized model system can be studied in a computer simulation.

Finally, we show that the theory developed for the dilute system without dipolar interactions can be extended to dense systems by a proper choice of macroscopic geometry, provided that the acting local field can be approximated by the Lorentz local field. It follows from Maxwell's equations of electrostatics that for a spherical sample the latter is identical with the applied field.

All our considerations apply equally to electric and magnetic dipoles. For clarity we use language and notation corresponding to the magnetic case.

## 2. Dipoles in an oscillating field

We consider a system of non-interacting dipoles performing orientational Brownian motion in the presence of an oscillating field. We shall consider magnetic dipoles of dipole moment $\boldsymbol{\mu}=m \boldsymbol{u}$, where $\boldsymbol{u}$ is a unit vector, in the presence of the magnetic field $\boldsymbol{H}(t)=H_{0} \boldsymbol{e}_{z} \cos \omega t$ oscillating in the $z$-direction at frequency $\omega$. Our considerations apply equally well to electric dipoles in an oscillating electrical field. The distribution function of orientations $f(\boldsymbol{u}, t)$ is assumed to satisfy the Smoluchowski equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}=D_{R} \boldsymbol{L} \cdot[\boldsymbol{L} f+\beta(\boldsymbol{L} \varepsilon) f], \tag{2.1}
\end{equation*}
$$

where $D_{R}$ is the rotational diffusion coefficient, and $L$ is the rotation operator

$$
\begin{equation*}
\boldsymbol{L}=\boldsymbol{u} \times \frac{\partial}{\partial \boldsymbol{u}} \tag{2.2}
\end{equation*}
$$

The potential energy of a dipole in the field $\boldsymbol{H}(t)$ is

$$
\begin{equation*}
\varepsilon(u, t)=-m H_{0} \cos \theta \cos \omega t \tag{2.3}
\end{equation*}
$$

where $\cos \theta=u \cdot e_{z}$. The periodic solution of equation (2.1) will have the form $f(\theta, t)$, so that the equation can be simplified to

$$
\begin{equation*}
\frac{\partial f}{\partial t}=D_{R}\left[\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial f}{\partial \theta}+\xi \cos \omega t \sin ^{2} \theta f\right)\right] \tag{2.4}
\end{equation*}
$$

with the abbreviation $\xi=\beta m H_{0}$. In terms of the variable $x=\cos \theta$ this becomes

$$
\begin{equation*}
\frac{\partial f}{\partial t}=D_{R} \frac{\partial}{\partial x}\left[\left(1-x^{2}\right) \frac{\partial f}{\partial x}-\xi \cos \omega t\left(1-x^{2}\right) f\right] \tag{2.5}
\end{equation*}
$$

It is convenient to normalize to

$$
\begin{equation*}
\int_{-1}^{1} f(x, t) \mathrm{d} x=1 \tag{2.6}
\end{equation*}
$$

We solve equation (2.5) by expansion in Legendre polynomials and harmonics

$$
\begin{equation*}
f(x, t)=\frac{1}{2}+\sum_{\ell=1}^{\infty}\left[\sum_{n=0}^{\infty} A_{\ell n} \cos n \omega t+\sum_{n=1}^{\infty} B_{\ell n} \sin n \omega t\right] P_{\ell}(x) . \tag{2.7}
\end{equation*}
$$

Substituting the expansion into equation (2.5) we find the coupled set of equations

$$
\begin{align*}
&-n \omega A_{\ell n}=D_{R}\left[-\ell(\ell+1) B_{\ell n}+\frac{1}{2} \xi\left(\frac{\ell(\ell+1)}{2 \ell-1}\left(B_{\ell-1, n-1}+B_{\ell-1, n+1}\right)\right.\right. \\
&\left.\left.-\frac{\ell(\ell+1)}{2 \ell+3}\left(B_{\ell+1, n-1}+B_{\ell+1, n+1}\right)\right)\right], \\
& n \omega B_{\ell n}=D_{R}[ -\ell(\ell+1) A_{\ell n}+\frac{1}{2} \xi\left(\frac{\ell(\ell+1)}{2 \ell-1}\left(\left(1+\delta_{n 1}\right) A_{\ell-1, n-1}+A_{\ell-1, n+1}\right)\right. \\
&\left.\left.-\frac{\ell(\ell+1)}{2 \ell+3}\left(\left(1+\delta_{n 1}\right) A_{\ell+1, n-1}+A_{\ell+1, n+1}\right)\right)\right] \tag{2.8}
\end{align*}
$$

for $n \geqslant 1, \ell \geqslant 1$ with the convention

$$
\begin{array}{ll}
A_{00}=\frac{1}{2}, & A_{0 n}=0 \\
B_{\ell 0}=0, & B_{0 n}=0 \tag{2.9}
\end{array}
$$

In addition, for $\ell \geqslant 1$

$$
\begin{equation*}
A_{\ell 0}=\frac{1}{2} \xi\left[\frac{1}{2 \ell-1} A_{\ell-1,1}-\frac{1}{2 \ell+3} A_{\ell+1,1}\right] \tag{2.10}
\end{equation*}
$$

The coefficient $A_{00}$ occurs as an inhomogeneous term in the equation for $B_{11}$. For given $(\xi, \omega)$ the equations (2.8) and (2.10) can be solved by truncation at sufficiently large $\ell$ and $n$. One finds that the higher-order coefficients tend to zero rapidly. The equations have a symmetry which shows that

$$
\begin{array}{ll}
A_{\ell n}=0 & \text { for } \ell+n \text { odd } \\
B_{\ell n}=0 & \text { for } \ell+n \text { odd } \tag{2.11}
\end{array}
$$

We write the magnetization as

$$
\begin{equation*}
M(t)=n m F(t), \tag{2.12}
\end{equation*}
$$

where $n$ is the number density, and $F(t)$ is the moment

$$
\begin{equation*}
F(t)=\int_{-1}^{1} x f(x, t) \mathrm{d} x \tag{2.13}
\end{equation*}
$$

For brevity we shall call $F(t)$ the magnetization. From equation (2.7) we find

$$
\begin{equation*}
F(t)=\frac{2}{3} \sum_{n=1}^{\infty}\left[A_{1 n} \cos n \omega t+B_{1 n} \sin n \omega t\right] . \tag{2.14}
\end{equation*}
$$

It follows from equation (2.11) that only harmonics with $n$ odd contribute. A second moment of interest is the order parameter

$$
\begin{equation*}
S(t)=\int_{-1}^{1} P_{2}(x) f(x, t) \mathrm{d} x \tag{2.15}
\end{equation*}
$$

From equation (2.7) we find

$$
\begin{equation*}
S(t)=\frac{2}{5}\left[\sum_{n=0}^{\infty} A_{2 n} \cos n \omega t+\sum_{n=1}^{\infty} B_{2 n} \sin n \omega t\right] . \tag{2.16}
\end{equation*}
$$

It follows from equation (2.11) that only harmonics with $n$ even contribute.

## 3. Limiting cases and the macroscopic relaxation equation

It is of interest to compare the exact solution obtained above with the approximate solutions obtained in the limits of low frequency and weak field. We can also compare the exact solution for the magnetization with that obtained from the so-called effective field approximation [10, 24].

In the limit of low frequency the solution will be well approximated by a quasi-equilibrium solution, corresponding to thermal equilibrium in the instantaneous field. We call this the adiabatic approximation. The corresponding distribution function is

$$
\begin{equation*}
f_{a d}(x, t)=\exp [\xi \cos \omega t x] / Z(\xi \cos \omega t) \tag{3.1}
\end{equation*}
$$

with the normalization factor

$$
\begin{equation*}
Z(\xi)=\frac{2 \sinh \xi}{\xi} \tag{3.2}
\end{equation*}
$$

For a weak field equation (2.5) can be solved by perturbation expansion in powers of $\xi$. Thus we put

$$
\begin{equation*}
f(x, t)=f_{0}+f_{1}+f_{2}+\cdots \tag{3.3}
\end{equation*}
$$

where the subscript denotes the order in $\xi$. From equation (2.5) one finds

$$
\begin{align*}
& f_{0}=\frac{1}{2} \\
& f_{1}(x, t)=\frac{1}{2} \xi \cos \alpha \cos (\omega t-\alpha) x \tag{3.4}
\end{align*}
$$

with phase angle

$$
\begin{equation*}
\alpha(\omega)=\arctan \left(\frac{\omega}{2 D_{R}}\right) \tag{3.5}
\end{equation*}
$$

The second-order term is

$$
\begin{equation*}
f_{2}(x, t)=\frac{1}{12} \xi^{2} \cos \alpha\left[\cos \alpha+\cos \alpha_{2} \cos \left(2 \omega t-\alpha-\alpha_{2}\right)\right] P_{2}(x) \tag{3.6}
\end{equation*}
$$

with phase angle

$$
\begin{equation*}
\alpha_{2}(\omega)=\arctan \left(\frac{\omega}{3 D_{R}}\right) \tag{3.7}
\end{equation*}
$$

It turns out that equation (3.4) provides a good approximation at high frequency. At high frequency the field is effectively weak, since the dipoles cannot follow the field.

In a constant field $\xi$ the time-independent equilibrium distribution is

$$
\begin{equation*}
f_{e q}(x)=\exp (\xi x) / Z(\xi) \tag{3.8}
\end{equation*}
$$

The corresponding equilibrium magnetization is

$$
\begin{equation*}
F_{e q}(\xi)=L(\xi) \tag{3.9}
\end{equation*}
$$

where $L(\xi)$ is the Langevin function

$$
\begin{equation*}
L(\xi)=\operatorname{coth} \xi-\frac{1}{\xi} \tag{3.10}
\end{equation*}
$$

In the effective field approximation [10, 24] it is assumed that the distribution has the equilibrium form

$$
\begin{equation*}
f_{e}(x, t)=\exp \left[\xi_{e}(t) x\right] / Z\left(\xi_{e}(t)\right) \tag{3.11}
\end{equation*}
$$

at all times with field $\xi_{e}(t)$ determined from the magnetization $F(t)$ according to equation (3.9)

$$
\begin{equation*}
F(t)=L\left(\xi_{e}(t)\right) \tag{3.12}
\end{equation*}
$$

The magnetization itself is assumed to follow from a macroscopic relaxation equation. The latter is derived as a moment equation of equation (2.5), on the assumption that the distribution has the form of equation (3.11). We denote the approximate magnetization by $F_{M}(t)$. It satisfies the macroscopic equation

$$
\begin{equation*}
\frac{\mathrm{d} F_{M}}{\mathrm{~d} t}=-2 D_{R}\left[F_{M}(t)-\frac{F_{M}(t)}{\xi_{e M}(t)} \xi \cos \omega t\right] \tag{3.13}
\end{equation*}
$$

As we shall see, the macroscopic relaxation equation provides quite a good approximation to the actual magnetization.

As an example we consider $\xi=20, \omega=9.588 D_{R}$. In figure 1 we plot the exact distribution function, as a function of $x=\cos \theta$ and $t$, as found from equations (2.7)(2.10). In figure 2 we plot the corresponding magnetization $F(t)$, as well as the solution $F_{M}(t)$ of the macroscopic relaxation equation (3.13). This shows that the latter describes the behaviour of the magnetization quite well. The exact magnetization passes through zero at time $t_{0}=0.431 T$, where $T=2 \pi / \omega$ is the period. The approximate magnetization $F_{M}(t)$ passes through zero at time $t_{0 M}=0.439 T$. The exact magnetization is maximal at time $t_{x}=0.167 T$, whereas the approximate magnetization is maximal at time $t_{x M}=0.166 T$. The value at maximum is $F\left(t_{x}\right)=0.894$, whereas $F_{M}\left(t_{x M}\right)=0.901$. The difference is more pronounced when expressed in terms of the field. In figure 3 we plot the field $\xi_{e}(t)$ accompanying the exact solution $F(t)$ according to equation (3.12), as well as the field $\xi_{e M}(t)$ corresponding to the solution $F_{M}(t)$ of equation (3.13). At the maximum $\xi_{e}\left(t_{x}\right)=9.452$, whereas $\xi_{e M}\left(t_{x M}\right)=10.125$.

In figure 4 we plot the exact distribution $f\left(x, t_{0}\right)$ at time $t_{0}$, as well as the flat distribution $f_{e}\left(x, t_{0}\right)=\frac{1}{2}$ found from $\xi_{e}\left(t_{0}\right)=0$, and the distribution $f_{e M}\left(x, t_{0}\right)$ found from $\xi_{e M}\left(t_{0}\right)$. This shows that at time $t_{0}$ the approximation of equation (3.11) to the distribution function is quite poor, whether calculated from $\xi_{e}\left(t_{0}\right)$, or from $\xi_{e M}\left(t_{0}\right)$. The exact distribution is far from flat when the magnetization vanishes.

In figure 5 we plot the order parameter $S(t)$ as a function of time, again for $\xi=20, \omega=$ $9.588 D_{R}$. In principle the order parameter can take values between $-\frac{1}{2}$ and 1 . In our example the order parameter turns negative when the magnetization passes through zero and tends to unity when the absolute value of the magnetization is maximal. We also plot the order parameter $S_{M}(t)$ that follows from the effective field approximation of Martsenyuk et al [10]. This approximate order parameter remains positive, exhibiting a defect of the approximation.


Figure 1. Plot of the distribution function $f(x, t)$ for field $\xi=20$ and frequency $\omega=9.588 D_{R}$.


Figure 2. Plot of dimensionless magnetization $F(t)$ for field $\xi=20$ and frequency $\omega=9.588 D_{R}$ (full curve), compared with the approximate value $F_{M}(t)$ calculated from the macroscopic relaxation equation (3.13).


Figure 3. Plot of dimensionless field $\xi_{e}(t)$ for field $\xi=20$ and frequency $\omega=9.588 D_{R}$ (full curve), compared with the approximate value $\xi_{e M}(t)$ calculated from the macroscopic relaxation equation (3.13).

## 4. First-harmonic response and absorption

A quantity of prime interest in the nonlinear response of the magnetization is the amplitude of the first harmonic, swinging in phase with the applied oscillating field. This is characterized


Figure 4. Plot of the distribution function $f\left(x, t_{0}\right)$ for field $\xi=20$ and frequency $\omega=9.588 D_{R}$ at time $t_{0}$ defined by $F\left(t_{0}\right)=0$ (full curve), compared with the flat distribution $f_{e}\left(x, t_{0}\right)=\frac{1}{2}$ (dashed curve), and the distribution $f_{e M}\left(x, t_{0}\right)$ corresponding to the effective field approximation (dotted curve).


Figure 5. Plot of the order parameter $S(t)$ for field $\xi=20$ and frequency $\omega=9.588 D_{R}$ (full curve), compared with $S_{M}(t)$, the order parameter found from the effective field approximation.
by the first-harmonic response, defined by

$$
\begin{equation*}
P(\xi, \omega)=\xi \omega \int_{0}^{T} F(t) \cos \omega t \mathrm{~d} t \tag{4.1}
\end{equation*}
$$

We note that $P(\xi, \omega)$ equals $-2 \pi \beta$ times the time average of the mean potential energy of a dipole in the oscillating field. From equation (2.14) we find the exact value

$$
\begin{equation*}
P(\xi, \omega)=\frac{2 \pi}{3} \xi A_{11} \tag{4.2}
\end{equation*}
$$

To first order in $\xi$ the magnetization following from equation (3.4) is given by

$$
\begin{equation*}
F_{w}(t)=\frac{1}{3} \xi \cos \alpha \cos (\omega t-\alpha) \tag{4.3}
\end{equation*}
$$

To this order we find from equation (4.1)

$$
\begin{equation*}
P_{w}(\xi, \omega)=\frac{\pi}{3} \xi^{2} \cos ^{2} \alpha=\frac{\pi}{3} \xi^{2} \frac{4}{4+\omega^{2} \tau_{R}^{2}}, \tag{4.4}
\end{equation*}
$$

where $\tau_{R}=1 / D_{R}$ is a relaxation time.
In the zero-frequency limit one finds from equation (3.1)

$$
\begin{equation*}
F_{a d}(t)=L(\xi \cos \omega t) \tag{4.5}
\end{equation*}
$$

Hence one finds for the first-harmonic response at zero frequency

$$
\begin{equation*}
P(\xi, 0)=\xi \int_{0}^{2 \pi} L(\xi \cos \tau) \cos \tau \mathrm{d} \tau \tag{4.6}
\end{equation*}
$$



Figure 6. Plot of the function $3 P(\xi, 0) /\left(\pi \xi^{2}\right)$ as a function of $\xi$ (full curve), compared with Rosensweig's result $3 L(\xi) / \xi$ (dashed curve).

For small $\xi$ this reduces to $P_{w}(\xi, 0)=\pi \xi^{2} / 3$. In figure 6 we $\operatorname{plot} 3 P(\xi, 0) /\left(\pi \xi^{2}\right)$ as a function of $\xi$.

A second quantity of interest is the absorption, defined as the work done by the field in a period $T=2 \pi / \omega$. In dimensionless units

$$
\begin{equation*}
Q(\xi, \omega)=\xi \int_{0}^{T} \frac{\mathrm{~d} F}{\mathrm{~d} t} \cos \omega t \mathrm{~d} t \tag{4.7}
\end{equation*}
$$

It follows from equation (2.14) that the exact absorption is

$$
\begin{equation*}
Q(\xi, \omega)=\frac{2 \pi}{3} \xi B_{11} \tag{4.8}
\end{equation*}
$$

To second order in $\xi$ the absorption is

$$
\begin{equation*}
Q_{w}(\xi, \omega)=\frac{\pi}{3} \xi^{2} \sin \alpha \cos \alpha=\frac{\pi}{3} \xi^{2} \frac{2 \omega \tau_{R}}{4+\omega^{2} \tau_{R}^{2}} \tag{4.9}
\end{equation*}
$$

We can compare this with the absorption $Q_{M}(\xi, \omega)$ calculated from the approximate magnetization $F_{M}(t)$.

The absorption $Q_{w}(\xi, \omega)$ calculated from the linearized theory shows a resonance when plotted as a function of $\log _{10} \omega \tau_{R}$ with maximum at $\omega_{m w}=2 / \tau_{R}$, corresponding to Debye relaxation time $\tau_{D}=1 / 2 D_{R}$. In figure 7 we plot the reduced first-harmonic response $P(\xi, \omega) / P(\xi, 0)$ as a function of $\log _{10} \omega \tau_{R}$ for $\xi=20$, as well as the reduced absorption $Q(\xi, \omega) / P(\xi, 0)$. We compare with the quantities $P_{w}(\xi, \omega) / P_{w}(\xi, 0)$ and $Q_{w}(\xi, \omega) / P_{w}(\xi, 0)$ valid in the weak field limit. The latter are related by Kramers-Kronig relations. The plot shows a significant qualitative difference for a strong field. We also plot the corresponding quantities calculated from the macroscopic equation. The approximate theory performs quite well. At the maximum at $\omega_{m}=9.588 D_{R}$ the exact value is $Q\left(20, \omega_{m}\right)=56.096$, whereas the approximate value is $Q_{M}\left(20, \omega_{m}\right)=57.078$. At high frequency both curves tend to the expression for a weak field, equation (4.9). This expression has its maximum $Q_{w}\left(20,2 D_{R}\right)=209.44$ at $\omega=2 D_{R}$.

It follows from the above example that at high field the frequency $\omega_{m}$ of maximum absorption is significantly larger than the Debye value $\omega_{m w}=2 D_{R}$. At the same time the absorption $Q_{m}=Q\left(\xi, \omega_{m}\right)$ at the maximum is strongly reduced from the value $Q_{m w}=$ $Q_{w}\left(\xi, \omega_{m w}\right)=\pi \xi^{2} / 6$ predicted by equation (4.9). In figure 8 we plot the ratios $\omega_{m w} / \omega_{m}$ and $Q_{m} / Q_{m w}$ as functions of field strength $\xi$. In the linear theory the location of the maximum is used to find the Debye relaxation time, and the value at the maximum is used to find the static susceptibility [25]. These characteristic quantities can be used to test the nonlinear theory experimentally.


Figure 7. Plot of the reduced functions $P(\xi, \omega) / P(\xi, 0)$ and $Q(\xi, \omega) / P(\xi, 0)$ as functions of $\log _{10} \omega \tau_{R}$ for $\xi=20$ (full curves), compared with the quantities $P_{w}(\xi, \omega) / P_{w}(\xi, 0)$ and $Q_{w}(\xi, \omega) / P_{w}(\xi, 0)$ valid in the weak field limit (short dashed curves), as well as with the quantities $P_{M}(\xi, \omega) / P(\xi, 0)$ and $Q_{M}(\xi, \omega) / P(\xi, 0)$ calculated from the effective field approximation (long dashed curves).


Figure 8. Plot of the ratios $\omega_{m w} / \omega_{m}$ (dashed curve) and $Q_{m} / Q_{m w}$ (full curve) as functions of field strength $\xi$.

The response of the system for a weak field is characterized by the frequency-dependent susceptibility

$$
\begin{equation*}
\chi(\omega)=\chi^{\prime}(\omega)+\mathrm{i} \chi^{\prime \prime}(\omega) \tag{4.10}
\end{equation*}
$$

with real and imaginary parts

$$
\begin{equation*}
\chi^{\prime}(\omega)=\frac{1}{3} n m^{2} \beta \frac{1}{1+\omega^{2} \tau_{D}^{2}}, \quad \chi^{\prime \prime}(\omega)=\frac{1}{3} n m^{2} \beta \frac{\omega \tau_{D}}{1+\omega^{2} \tau_{D}^{2}} . \tag{4.11}
\end{equation*}
$$

The latter are proportional to the quantities $P_{w}(\xi, \omega)$ and $Q_{w}(\xi, \omega)$ defined in equations (4.4) and (4.9). The real and imaginary part are related by Kramers-Kronig relations, but this is not true of their nonlinear counterparts $P(\xi, \omega)$ and $Q(\xi, \omega)$. The breakdown of these relations can be shown explicitly from the response to third order in the field strength $\xi$. This corresponds to the cubic term in the susceptibility. Since the cubic term is given incorrectly by Raikher and Stepanov [3], and the expression derived by Coffey and Paranjape [2] is quoted incorrectly by Déjardin et al [7, 9], we give the result explicitly
$P(\xi, \omega)+\mathrm{i} Q(\xi, \omega)=\frac{\pi \xi^{2}}{3}\left[\frac{1}{1-\mathrm{i} \omega \tau_{D}}-\frac{\xi^{2}}{60} \frac{1}{1+\omega^{2} \tau_{D}^{2}} \frac{1}{1-\mathrm{i} \omega \tau_{D}} \frac{9-\mathrm{i} \omega \tau_{D}}{3-2 \mathrm{i} \omega \tau_{D}}+\mathrm{O}\left(\xi^{4}\right)\right]$.
It is evident that the second term has a pole in the complex $\omega$-plane at $\mathrm{i} / \tau_{D}$ in conflict with the Kramers-Kronig relations. To elucidate the state of affairs we note the relation

$$
\begin{equation*}
P(\xi, \omega)+\mathrm{i} Q(\xi, \omega)=\xi \omega \int_{0}^{2 \pi / \omega} F(t) \mathrm{e}^{\mathrm{i} \omega t} \mathrm{~d} t \quad \text { for } \omega>0 \tag{4.13}
\end{equation*}
$$

Here $F(t)$ itself depends on $\omega$, unlike the usual situation where $F(t)$ is an $\omega$-independent response function, and the integral runs to infinity.

To conclude this section we note that the fundamental of the magnetization can be expressed as

$$
\begin{equation*}
F_{1}(t)=\frac{1}{\pi \xi}[P(\xi, \omega) \cos \omega t+Q(\xi, \omega) \sin \omega t] \tag{4.14}
\end{equation*}
$$

This can be rewritten as

$$
\begin{equation*}
F_{1}(t)=\eta(\xi, \omega) \cos (\omega t-\phi(\xi, \omega)) \tag{4.15}
\end{equation*}
$$

with spectral amplification $\eta(\xi, \omega)$ given by

$$
\begin{equation*}
\eta(\xi, \omega)=\sqrt{P(\xi, \omega)^{2}+Q(\xi, \omega)^{2}} /(\pi \xi) \tag{4.16}
\end{equation*}
$$

and loss angle $\phi(\xi, \omega)$ by

$$
\begin{equation*}
\phi(\xi, \omega)=\arctan \frac{Q(\xi, \omega)}{P(\xi, \omega)} . \tag{4.17}
\end{equation*}
$$

It may be most convenient to find $P(\xi, \omega), Q(\xi, \omega)$ from experimentally determined values of $\eta(\xi, \omega)$ and $\phi(\xi, \omega)$.

## 5. Absorption and dissipation

In this section we discuss the relation between absorption, defined as work done on the system by the oscillating field during a period, and dissipation, defined as the entropy produced due to irreversible processes occurring in the system. In order to explore the relationship we must consider the free energy and entropy of non-equilibrium states. We can associate an entropy per particle with the non-equilibrium distribution $f(\theta, t)$ according to Boltzmann's expression

$$
\begin{equation*}
\mathcal{S}(t)=-k \int_{0}^{\pi} f(\theta, t) \ln f(\theta, t) \sin \theta \mathrm{d} \theta \tag{5.1}
\end{equation*}
$$

where $k$ is Boltzmann's constant. The corresponding free energy per particle is

$$
\begin{equation*}
\mathcal{F}=\mathcal{U}-T_{0} \mathcal{S} \tag{5.2}
\end{equation*}
$$

where $\mathcal{U}$ is the mean potential energy

$$
\begin{equation*}
\mathcal{U}(t)=\int_{0}^{\pi} \varepsilon(\theta, t) f(\theta, t) \sin \theta \mathrm{d} \theta \tag{5.3}
\end{equation*}
$$

and $T_{0}=1 / k \beta$ is the temperature of the heat bath with which the particles interact stochastically. Thus the free energy is a functional $\mathcal{F}[f]$ of the distribution function. The rate of change of the free energy is

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{F}}{\mathrm{~d} t}=\int_{0}^{\pi}\left[\varepsilon(\theta, t)+k T_{0} \ln f\right] \frac{\partial f}{\partial t} \sin \theta \mathrm{~d} \theta+\int_{0}^{\pi} \frac{\partial \varepsilon}{\partial t} f \sin \theta \mathrm{~d} \theta \tag{5.4}
\end{equation*}
$$

Substituting equation (2.4) and performing an integration by parts we transform this to

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{F}}{\mathrm{~d} t}=-k T_{0} D_{R} \int_{-1}^{1}\left(1-x^{2}\right)\left[\frac{\partial \ln f}{\partial x}-\xi \cos \omega t\right]^{2} f(x, t) \mathrm{d} x-m F(t) \frac{\mathrm{d} H}{\mathrm{~d} t} . \tag{5.5}
\end{equation*}
$$

Integrating this expression over a period we find for the periodic solution of equation (2.5) the relation

$$
\begin{equation*}
\mathcal{D}(\xi, \omega)=Q(\xi, \omega) \tag{5.6}
\end{equation*}
$$

where $\mathcal{D}(\xi, \omega)$ is the dissipation defined by

$$
\begin{equation*}
\mathcal{D}(\xi, \omega)=D_{R} \int_{-1}^{1} \int_{0}^{T}\left(1-x^{2}\right)\left[\frac{\partial \ln f}{\partial x}-\xi \cos \omega t\right]^{2} f(x, t) \mathrm{d} x \mathrm{~d} t \tag{5.7}
\end{equation*}
$$

Clearly the integrand is positive in the whole $x t$-rectangle. Hence the dissipation is positive. The relation (5.6) shows that the dissipation is calculated conveniently from the absorption, i.e. from the work done on the system.

For a distribution of the exponential form of equation (3.11), a so-called $e$-distribution, the free energy becomes a functional $\mathcal{F}_{e}[F]$ of the magnetization $F$, or alternatively of the effective field $\xi_{e}$ related to $F$ by equation (3.12). By substitution of equation (3.11) into (5.1) one finds for the corresponding entropy

$$
\begin{equation*}
\mathcal{S}_{e}(F)=k \ln Z\left(\xi_{e}\right)-k \xi_{e} F . \tag{5.8}
\end{equation*}
$$

Hence the free energy is

$$
\begin{equation*}
\beta \mathcal{F}_{e}(F, t)=\left(\xi_{e}-\xi \cos \omega t\right) F-\ln Z\left(\xi_{e}\right) \tag{5.9}
\end{equation*}
$$

We see by use of the relation

$$
\begin{equation*}
F=\frac{\partial \ln Z\left(\xi_{e}\right)}{\partial \xi_{e}} \tag{5.10}
\end{equation*}
$$

equivalent to equation (3.12), that $\xi_{e}$ is the thermodynamic force conjugate to $F$

$$
\begin{equation*}
\xi_{e}=-\frac{1}{k} \frac{\partial \mathcal{S}_{e}(F)}{\partial F} \tag{5.11}
\end{equation*}
$$

The entropy $\mathcal{S}_{e}(F)$ is an even function of the magnetization, $\mathcal{S}_{e}(-F)=\mathcal{S}_{e}(F)$, and $\mathcal{S}_{e}(0)=k \ln 2$. From equations (5.9) and (5.10) we find

$$
\begin{equation*}
\xi_{e}-\xi \cos \omega t=\frac{\partial \beta \mathcal{F}_{e}}{\partial F} \tag{5.12}
\end{equation*}
$$

If at time $t$ the distribution has the exponential form assumed in equation (3.11), then the rate of change of the magnetization at that time is

$$
\begin{equation*}
\left.\frac{\mathrm{d} F}{\mathrm{~d} t}\right|_{e}=\int_{-1}^{1} x \frac{\partial f_{e}}{\partial t} \mathrm{~d} x \tag{5.13}
\end{equation*}
$$

Substituting from equation (2.5) one finds

$$
\begin{equation*}
\left.\frac{\mathrm{d} F}{\mathrm{~d} t}\right|_{e}=D_{R}\left(\xi \cos \omega t-\xi_{e}\right)\left\langle\sin ^{2} \theta\right\rangle_{\xi_{e}} \tag{5.14}
\end{equation*}
$$

By use of equation (5.12) we can write

$$
\begin{equation*}
\left.\frac{\mathrm{d} F}{\mathrm{~d} t}\right|_{e}=-\gamma(F) \beta \frac{\partial \mathcal{F}_{e}}{\partial F} \tag{5.15}
\end{equation*}
$$

with the Onsager coefficient

$$
\begin{equation*}
\gamma(F)=D_{R}\left\langle\sin ^{2} \theta\right\rangle_{\xi_{e}(F)} . \tag{5.16}
\end{equation*}
$$

One obtains the macroscopic relaxation equation (3.13) by postulating that

$$
\begin{equation*}
\frac{\mathrm{d} F_{M}}{\mathrm{~d} t}=-\gamma\left(F_{M}\right) \beta \frac{\partial \mathcal{F}_{e}}{\partial F_{M}} \tag{5.17}
\end{equation*}
$$

holds at all times. The rate coefficient can be expressed alternatively as

$$
\begin{equation*}
\gamma\left(F_{M}\right)=2 D_{R} \frac{L\left(\xi_{e M}\right)}{\xi_{e M}} \tag{5.18}
\end{equation*}
$$

The coefficient is always positive, but vanishes in the limit $F_{M} \rightarrow \pm 1$. At $F_{M}=0$ it takes the maximum value $\gamma(0)=\frac{2}{3} D_{R}$.

Multiplying equation (5.17) by $\xi \cos \omega t-\xi_{e M}(t)$ and integrating over a period we obtain by use of equation (5.12)

$$
\begin{equation*}
\int_{0}^{T}\left(\xi \cos \omega t-\xi_{e M}(t)\right) \frac{\mathrm{d} F_{M}}{\mathrm{~d} t} \mathrm{~d} t=\int_{0}^{T} \gamma\left(F_{M}\right)\left(\beta \frac{\partial \mathcal{F}_{e}}{\partial F_{M}}\right)^{2} \mathrm{~d} t \tag{5.19}
\end{equation*}
$$

The left-hand side of this equation can be simplified to $Q_{M}(\xi, \omega)$ by use of equation (5.11), so that the equation can be expressed as

$$
\begin{equation*}
Q_{M}(\xi, \omega)=\mathcal{D}_{M}(\xi, \omega) \tag{5.20}
\end{equation*}
$$

with the macroscopic dissipation

$$
\begin{equation*}
\mathcal{D}_{M}(\xi, \omega)=\int_{0}^{T} \gamma\left(F_{M}\right)\left(\beta \frac{\partial \mathcal{F}_{e}}{\partial F_{M}}\right)^{2} \mathrm{~d} t . \tag{5.21}
\end{equation*}
$$

The dissipation can be calculated from the absorption by use of equation (5.20). It is evident that $\mathcal{D}_{M}(\xi, \omega)$ provides a macroscopic approximation to the actual dissipation $\mathcal{D}(\xi, \omega)$, given by equation (5.7).

## 6. The Shliomis relaxation equation

In the preceding sections we have compared the first-harmonic response and absorption calculated from the Smoluchowski rotational diffusion equation with that found from the approximate macroscopic equation proposed by Martsenyuk et al [10]. The macroscopic equation leads to quite good agreement with the results found from the exact solution of the Smoluchowski equation. It should be stressed that the exact calculation is actually simpler to perform than the one based on the approximate equation.

It is also worthwhile to make a comparison with a second macroscopic equation, that proposed by Shliomis [11]. In our notation the Shliomis equation reads for the situation studied here

$$
\begin{equation*}
\frac{\mathrm{d} F_{S}}{\mathrm{~d} t}=-2 D_{R}\left[F_{S}(t)-L(\xi \cos \omega t)\right] \tag{6.1}
\end{equation*}
$$

Rosensweig [12] has calculated the first-harmonic response and absorption on the basis of the Shliomis equation, but his calculation involved an approximation.

The absorption calculated from equation (6.1) according to the definition equation (4.7) is given by

$$
\begin{equation*}
Q_{S}(\xi, \omega)=-2 D_{R} \xi \int_{0}^{T}\left[F_{S}(t)-L(\xi \cos \omega t)\right] \cos \omega t \mathrm{~d} t \tag{6.2}
\end{equation*}
$$

By comparison with equation (4.1) we find the relation with the first-harmonic response

$$
\begin{equation*}
P_{S}(\xi, \omega)+\frac{1}{2} \omega \tau_{R} Q_{S}(\xi, \omega)=P(\xi, 0) \tag{6.3}
\end{equation*}
$$

with $P(\xi, 0)$ given by equation (4.6). In particular at zero frequency

$$
\begin{equation*}
P_{S}(\xi, 0)=P(\xi, 0) \tag{6.4}
\end{equation*}
$$

Rosensweig [12] finds instead for the right-hand side the value $\pi \xi L(\xi)$. We compare both functions by considering their series expansion in powers of $\xi^{2}$. The function $\pi \xi L(\xi)$ has the expansion

$$
\begin{equation*}
\pi \xi L(\xi)=\pi \sum_{n=1}^{\infty} \frac{2^{2 n} B_{2 n}}{(2 n)!} \xi^{2 n} \tag{6.5}
\end{equation*}
$$

where $\left\{B_{n}\right\}$ are the Bernoulli numbers. The function $P(\xi, 0)$ has the expansion

$$
\begin{equation*}
P(\xi, 0)=2 \pi \sum_{n=1}^{\infty} \frac{B_{2 n}}{(n!)^{2}} \xi^{2 n} \tag{6.6}
\end{equation*}
$$

This shows that the two expansions agree only in the first term. In figure 6 we compare the functions $3 P(\xi, 0) / \pi \xi^{2}$ and $3 L(\xi) / \xi$. Both functions equal unity at $\xi=0$.

The function $L(\xi \cos \omega t)$ occurring in equation (6.1) can be expanded in harmonics as

$$
\begin{equation*}
L(\xi \cos \omega t)=\sum_{n=0}^{\infty} p_{n}(\xi) \cos (2 n+1) \omega t \tag{6.7}
\end{equation*}
$$

with first coefficient

$$
\begin{equation*}
p_{0}(\xi)=\frac{P(\xi, 0)}{\pi \xi} \tag{6.8}
\end{equation*}
$$

The periodic solution of equation (6.1) can be expressed as

$$
\begin{equation*}
F_{S}(t)=\sum_{n=0}^{\infty} a_{n} \cos (2 n+1) \omega t+\sum_{n=0}^{\infty} b_{n} \sin (2 n+1) \omega t . \tag{6.9}
\end{equation*}
$$

Substituting into equation (6.1), one finds that the coefficients $\left\{a_{n}, b_{n}\right\}$ are given by

$$
\begin{equation*}
a_{n}(\xi, \omega)=\frac{1}{1+(2 n+1)^{2} \omega^{2} \tau_{D}^{2}} p_{n}(\xi), \quad b_{n}(\xi, \omega)=\frac{(2 n+1) \omega \tau_{D}}{1+(2 n+1)^{2} \omega^{2} \tau_{D}^{2}} p_{n}(\xi) \tag{6.10}
\end{equation*}
$$

Rosensweig missed the higher harmonics. From equation (6.10) one finds

$$
\begin{equation*}
P_{S}(\xi, \omega)=\frac{1}{1+\omega^{2} \tau_{D}^{2}} P(\xi, 0), \quad Q_{S}(\xi, \omega)=\frac{\omega \tau_{D}}{1+\omega^{2} \tau_{D}^{2}} P(\xi, 0) \tag{6.11}
\end{equation*}
$$

Equation (6.3) is clearly satisfied. The reduced functions $P_{S}(\xi, \omega) / P(\xi, 0)$ and $Q_{S}(\xi, \omega) / P(\xi, 0)$ are independent of $\xi$, and identical with

$$
\begin{equation*}
\frac{\chi^{\prime}(\omega)}{\chi^{\prime}(0)}=\frac{1}{1+\omega^{2} \tau_{D}^{2}}, \quad \frac{\chi^{\prime \prime}(\omega)}{\chi^{\prime}(0)}=\frac{\omega \tau_{D}}{1+\omega^{2} \tau_{D}^{2}} \tag{6.12}
\end{equation*}
$$

The frequency dependence is the same as that found by Rosensweig. The resonance in the reduced functions is not shifted from the weak-field case. We have shown above that the Smoluchowski equation and the macroscopic equation of Martsenyuk et al [10] predict a strong shift with increasing field.

At low and high frequencies the Shliomis relaxation equation yields results for the magnetization in agreement with those found from the Smoluchowski equation. At intermediate frequencies there are appreciable deviations. As argued elsewhere [26], the Smoluchowski equation is reliable only in the dilute regime. For dense suspensions the microscopic description is difficult, and it becomes worthwhile to explore the consequences of various macroscopic relaxation equations.

## 7. Interacting dipoles in a spherical sample

Our study of the Smoluchowski equation applies to a dilute system of dipoles in which interactions can be neglected. The same calculation can be applied to a system of interacting dipoles distributed uniformly in a spherical container, provided that correlations between dipoles are neglected and the average local field acting on a dipole is approximated by the Lorentz local field. On the basis of these assumptions we find that the single-particle distribution is given by the same expression as before.

The neglect of correlations between dipoles implies that the statistical behaviour of the system is described by the single-particle distribution function. We consider a spherical sample placed in a uniform applied oscillating field $\boldsymbol{H}_{0}(t)=H_{0} e_{z} \cos \omega t$. The field induces a magnetization $\boldsymbol{M}(t)$ and a Maxwell field $\boldsymbol{H}(t)$, which are uniform throughout the sample. It follows from Maxwell's equations of magnetostatics that the Maxwell field inside the sphere is given by

$$
\begin{equation*}
\boldsymbol{H}(t)=H_{0} \boldsymbol{e}_{z} \cos \omega t-\frac{4 \pi}{3} M(t) \boldsymbol{e}_{z} \tag{7.1}
\end{equation*}
$$

where the last term is the demagnetizing field, in Gaussian units. The distribution function will have cylindrical symmetry. Quite generally it can be assumed to satisfy the equation [27, 28]

$$
\begin{equation*}
\frac{\partial f}{\partial t}=D_{R}\left[\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial f}{\partial \theta}+\xi_{l o c}(t) \sin ^{2} \theta f\right)\right] \tag{7.2}
\end{equation*}
$$

where $\xi_{l o c}(t)=m H_{l o c}(t) / k T_{0}$ is the acting field in dimensionless units. By our assumption of statistical independence of dipoles the local field $\boldsymbol{H}_{l o c}(t)$ can be expressed in terms of the single-particle distribution function. We make the further assumption that the local field can be approximated by the Lorentz local field $\boldsymbol{H}_{L}(t)$ given by

$$
\begin{equation*}
\boldsymbol{H}_{L}(t)=\boldsymbol{H}(t)+\frac{4 \pi}{3} \boldsymbol{M}(t) . \tag{7.3}
\end{equation*}
$$

Substituting from equation (7.1) we see that for a spherical sample the Lorentz field $\boldsymbol{H}_{L}(t)$ is identical with the applied field $\boldsymbol{H}_{0}(t)$. Hence, with this approximation for the local field, equation (7.2) reduces to equation (2.4), and all our earlier results apply.

We note that upon decomposition into harmonics we can express equation (7.1) as

$$
\begin{equation*}
H_{n}=H_{0} \delta_{n 1}-\frac{4 \pi}{3} M_{n} \quad(n \geqslant 1) . \tag{7.4}
\end{equation*}
$$

Defining the complex response function

$$
\begin{equation*}
X(H, \omega)=\frac{1}{\pi \xi}[P(\xi, \omega)+\mathrm{i} Q(\xi, \omega)] \tag{7.5}
\end{equation*}
$$

with $\xi=m H / k T$ as before, we find in the Lorentz local field approximation

$$
\begin{equation*}
M_{1}=n m X\left(H_{1}+\frac{4 \pi}{3} M_{1}, \omega\right) \tag{7.6}
\end{equation*}
$$

This is an implicit equation for $M_{1}$ in terms of $H_{1}$, which has been called [29] the nonlinear Clausius-Mossotti relation. It is a nonlinear constitutive equation expressing the local magnetization at frequency $\omega$ in terms of the local Maxwell field at frequency $\omega$. Note that the higher harmonics of the Maxwell field have no effect, since they cancel in the Lorentz field on account of equation (7.4).

Although we have derived equation (7.6) for a particular choice of geometry, the equation is expressed in terms of local quantities. It is therefore tempting to use it in combination with Maxwell's equations to predict the macroscopic response of a sample of any shape to a uniform applied oscillating field. In the first instance the calculation involves only the behaviour of the first harmonic. As a result one finds the fundamental of the magnetization and of the magnetic field at any point in space. However, the local distribution function also generates higher harmonics of the magnetization, as shown in equation (2.14), and therefore via Maxwell's equations higher harmonics of the field. For spherical geometry these have no effect, because of equations (7.3) and (7.4), but for different geometries they must in principle be taken into account. For a sharp resonance the higher harmonics can reasonably be neglected [29], but
in the present situation more care is needed. A general study of the effect of many-particle interactions on the nonlinear response has been presented by Palenberg and Felderhof [30] in the framework of a cluster expansion.

The identification of the Lorentz local field with the applied field holds only for a spherical sample. In ellipsoidal or cylindrical geometry the Maxwell field and the magnetization are again uniform, but the Lorentz local field differs from the applied field. Therefore in an applied field with $\cos \omega t$ dependence the behaviour of the magnetization will depend on the shape of the sample. Only for a spherical sample do we have a prediction of the time dependence of the magnetization. The latter can be used to test the validity of the theoretical assumptions in experiment or computer simulation. In computer simulation it is not necessary to use a finite sample shape. One can employ periodic boundary conditions and mimic the sample shape by the choice of periodic Green function [31].

## 8. Discussion

We have studied the nonlinear response of a dipolar system to a strong oscillating field, both on the basis of the microscopic rotational diffusion equation, and on the basis of the Shliomis macroscopic relaxation equation. The predictions of the two equations differ markedly. We have also compared these predictions with the response calculated from the macroscopic relaxation equation of Martsenyuk et al, derived from the rotational diffusion equation on the basis of an effective field approximation. We found that the approximation performs quite well in its prediction for the behaviour of the magnetization, even though the assumed form of the distribution function at times differs strongly from the exact value. On the other hand, its use in the present context is rather superfluous, since the calculation on the basis of the rotational diffusion equation, once the coupled set of equations (2.8) and (2.10) has been derived, is actually simpler than the solution of the approximate equation.

The nonlinear response calculated from the rotational diffusion equation shows quite interesting features. Firstly, the absorption resonance is considerably shifted and broadened in comparison with the linear response. This feature may be relevant in technical applications. Secondly, it is found that the real and imaginary part of the complex nonlinear response do not satisfy Kramers-Kronig relations. Thus in experimental investigations both parts must be determined separately.

The theory can be extended in several directions. First of all, it would be desirable to perform a similar calculation for a rotating field [32] and for an oscillating field with elliptic polarization. Secondly it would be desirable to extend the calculation to interacting dipoles in cylindrical geometry with an oscillating field directed along the axis of the cylinder. This is of relevance for the calculation of the so-called negative viscosity effect [33-35].
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